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1 Introduction

Quantum field theory (QFT) is at present, by far, the most successful description of
fundamental physics. Elementary physics , to a large extent, explained by a specific
quantum field theory, the so-called Standard Model. All the essential structures of the
standard model are nowadays experimentally verified. Outside of particle physics, quan-
tum field theoretical concepts have been successfully applied also to condensed matter
physics.

In spite of its great achievements, quantum field theory also suffers from several
longstanding open problems. The most serious problem is the incorporation of gravity.
For some time, many people believed that such an incorporation would require a rad-
ical change in the foundation of the theory. Therefore, theories with rather different
structures were favored, for example string theory or loop quantum gravity. But up to
now these alternative theories did not really solve the problem; moreover there are sev-
eral indications that QFT might be more relevant to quantum gravity than originally
expected.

Another great problem of QFT is the difficulty of constructing interesting examples.
In nonrelativistic quantum mechanics, the construction of a selfadjoint Hamiltonian is
possible for most cases of interest, in QFT, however, the situation is much worse. Models
under mathematical control are

• free theories,

• superrenormalizable models in 2 and 3 dimensions,

• conformal field theories in 2 dimensions,

• topological theories in 3 dimensions,
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• integrable theories in 2 dimensions,

but no single interacting theory in 4 dimensions is among these models; in particular
neither the standard model nor any of its subtheories like QCD or QED. Instead, one has
to evaluate the theory in uncontrolled approximations, mainly using formal perturbation
theory, and, in the case of QCD, lattice gauge theories.

If one attempts to incorporate gravity, an additional difficulty is the apparent non-
locality of quantum physics which is in conflict with the geometrical interpretation of
gravity in Einstein’s theory. Even worse, the traditional treatment of QFT is based on
several additional nonlocal concepts, including

• vacuum (defined as the state of lowest energy)

• particles (defined as irreducible representations of the Poincaré group)

• S-matrix (relies on the notion of particles)

• path integral (involves nonlocal correlations)

• Euclidean space (does not exist for generic Lorentzian spacetime)

There exists, however, a formulation of QFT which is based entirely on local con-
cepts. This is algebraic quantum field theory (AQFT), or, synonymously, Local Quantum
Physics [28]. AQFT relies on the algebraic formulation of quantum theory in the sense
of the original approach by Born, Heisenberg and Jordan, which was formalized in terms
of C*-algebras by I. Segal. The step from quantum mechanics to QFT is performed by
incorporating the principle of locality in terms of local algebras of observables. This is
the algebraic approach to field theory proposed by Haag and Kastler [26]. By the Haag-
Ruelle scattering theory, the Haag-Kastler framework on Minkowski space, together with
some mild assumptions on the energy momentum spectrum, already implies the existence
of scattering states of particles and of the S-matrix.

It required some time, before this framework could be generalized to generic Lorentzian
spacetimes. Dimock [14] applied a direct approach, but the framework he proposed did
not contain an appropriate notion of covariance. Such a notion, termed local covariance
was introduced more recently in a programmatic paper by Brunetti, Verch and one of
us (K.F.) [11], motivated by the attempt to define the renormalized perturbation series
of QFT on curved backgrounds [7, 31, 32]. It amounts to an assignment of algebras of
observable to generic spacetimes, subject to a certain coherence condition, formulated in
the language of category theory. In Section 3 we will describe the framework in detail.

The framework of locally covariant field theory is a plausible system of axioms for a
generally covariant field theory. Before we enter the problem of constructing examples of
quantum field theory satisfying these axioms, we describe the corresponding structure in
classical field theory (Sect. 4). Main ingredient is the so-called Peierls bracket, by which
the classical algebra of observables becomes a Poisson algebra.

Quantization can be done in the sense of formal deformation quantization (at least for
free field theories), i.e. in terms of formal power series in ~, and one obtains an abstract
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algebra resembling the algebra of Wick polynomials on Fock space (Sect. 5). Interactions
can then be introduced by the use of a second product in this algebra, namely the time
ordered product. Disregarding for a while the notorious UV divergences of QFT we show
how interacting theories can be constructed in terms of the free theory (Sect. 6).

In the final chapter of these lecture notes (Sect. 7), we treat the UV divergences and
their removal by renormalization. Here, again, the standard methods are nonlocal and
loose their applicability on curved spacetimes. Fortunately, there exists a method which
is intrinsically local, namely causal perturbation theory. Causal perturbation theory was
originally proposed by Stückelberg and Bogoliubov and rigorously elaborated by Epstein
and Glaser [22] for theories on Minkowski space. The method was generalized by Brunetti
and one of us (K.F) [7] to globally hyperbolic spacetimes and was then combined with
the principle of local covariance by Hollands and Wald [31, 32]. The latter authors were
able to show that renormalization can be done in agreement with the principle of local
covariance. The UV divergences show up in ambiguities in the definition of the time
ordered product. These ambiguities are characterized by a group [33, 19, 12], namely the
renormalization group as originally introduced by Petermann and Stückelberg [54].

2 Algebraic quantum mechanics

Quantum mechanics in its original formulation in the Dreimännerarbeit by Born, Heisen-
berg and Jordan is based on an identification of observables with elements of a noncom-
mutative involutive complex algebra with unit.

Definition 2.1. An involutive complex algebra A is an algebra over the field of complex
numbers, together with a map, ∗ : A→ A, called an involution. The image of an element
A of A under the involution is written A∗. Involution is required to have the following
properties:

1. for all A,B ∈ A: (A+B)∗ = A∗ +B∗, (AB)∗ = B∗A∗,

2. for every λ ∈ C and every A ∈ A: (λA)∗ = λA∗,

3. for all A ∈ A: (A∗)∗ = A.

In quantum mechanics such an abstract algebra is realized as an operator algebra on
some Hilbert space.

Definition 2.2. A representation of an involutive unital algebra A is a unital ∗-homomorphism
π into the algebra of linear operators on a dense subspace D of a Hilbert space H.

Let us recall that an operator A on a Hilbert space H is defined as a linear map
from a subspace D ⊂ H into H. In particular, if D = H and A satisfies ||A|| .

=
sup||x||=1{||Ax||} < ∞, it is called bounded. Bounded operators have many nice proper-
ties, but in physics many important observables are represented by unbounded ones. The
notion of an algebra of bounded operators on a Hilbert space can be abstractly phrased
in the definition of a C∗-algebra.
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Definition 2.3. A C∗-algebra is a Banach involutive algebra (Banach algebra with in-
volution satisfying ‖A∗‖ = ‖A‖), such that the norm has the C∗-property:

‖A∗A‖ = ‖A‖‖A∗‖, ∀A ∈ A .

One can prove that every C∗-algebra is isomorphic to a norm closed algebra of
bounded operators B(H) on a (not necessarily separable) Hilbert space H. A repre-
sentation of a C∗-algebra A is a unital ∗-homomorphism π : A→ B(H).

In the simplest example from quantum mechanics the algebra of observables is the
associative involutive complex unital algebra generated by two hermitian1 elements p
and q with the canonical commutation relation

[p, q] = −i~1 . (1)

This algebra can be realized as an operator algebra on some Hilbert space, but the
operators corresponding to p and q cannot both be bounded. Therefore it is convenient,
to follow the suggestion of Weyl and to replace the unbounded (hence discontinuous)
operators p and q by the unitaries2 (Weyl operators) W (α, β), α, β ∈ R. Instead of
requiring the canonical commutation relation for p and q one requires the relation (Weyl
relation)

W (α, β)W (α′, β′) = e
i~
2

(αβ′−α′β)W (α+ α′, β, β′) (2)

The antilinear involution (adjunction)

W (α, β)∗ = W (−α,−β) . (3)

replaces the hermiticity condition on p and q. The Weyl algebra AW is defined as
the unique C∗-algebra generated by unitaries W (α, β) satisfying the relations (2), with
involution defined by (3) and with unit 1 = W (0, 0).

One can show that if the Weyl operators are represented by operators on a Hilbert
space such that they depend strongly continuously3 on the parameters α and β, then p
and q can be recovered as selfadjoint generators, i.e.

W (α, β) = ei(αp+βq) ,

satisfying the canonical commutation relation (1). As shown by von Neumann, the C*-
algebra AW has up to equivalence only one irreducible representation where the Weyl
operators depend strongly continuously on their parameters, namely the Schrödinger
representation (L2(R), π) with

(π(W (α, β))Φ) (x) = e
i~αβ

2 eiβxΦ(x+ ~α) , (4)
1An operator A on a Hilbert space H with a dense domain D(A) ⊂ H is called hermitian if D(A) ⊂

D(A∗) and Ax = A∗x for all x ∈ D(A). It is selfadjoint if in addition D(A∗) ⊂ D(A).
2An element A of an involutive Banach algebra with unit is called unitary if A∗A = 1 = AA∗.
3A net {Tα} of operators on a Hilbert space H converges strongly to an operator T if and only if

||Tαx− Tx|| → 0 for all x ∈ H.
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and the reducible representations with the same continuity property are just multiples of
the Schrödinger representation. If one does not require continuity there are many more
representations, and they have found recently some interest in loop quantum gravity. In
quantum field theory the uniqueness results do not apply, and one has to deal with a
huge class of inequivalent representations.

For these reasons it is preferable to define the algebra of observables A independently
of its representation on a specific Hilbert space as a unital C*-algebra. The observables
are the selfadjoint elements, and the possible outcomes of measurements are elements
of their spectrum. The spectrum spec(A) of A ∈ A is the set of all λ ∈ C such that
A− λ1 has no inverse in A. One might suspect that the spectrum could become smaller
if the algebra is embedded in a larger one. Fortunately this is not the case; for physics
this mathematical result has the satisfactory effect that the set of possible measurement
results of an observable is not influenced by the inclusion of additional observables.

Now we know what the possible outcome of an experiment could be, but what concrete
value do we get, if we perform a measurement? In QM this is not the right question to ask.
Instead, we can only determine the probability distribution of getting particular values
from a measurement of an observable A. This probability distribution can be obtained,
if we know the state of our physical system. Conceptually, a state is a prescription
for the preparation of a system. This concept entails in particular that experiments
can be reproduced and is therefore equivalent to the ensemble interpretation where the
statements of the theory apply to the ensemble of equally prepared systems.

A notion of a state can be also defined abstractly, in the following way:

Definition 2.4. A state on an involutive algebra A is a linear functional ω : A → C,
such that:

ω(A∗A) ≥ 0, and ω(1) = 1

The first condition can be understood as a positivity condition and the second one
is the normalization. The values ω(A) are interpreted as the expectation values of the
observable A in the given state. Given an observable A and a state ω on a C*-algebra A
we can reconstruct the full probability distribution µA,ω of measured values of A in the
state ω from its moments, i.e. the expectation values of powers of A,∫

λndµA,ω(λ) = ω(An) .

States on C∗-algebras are closely related to representations on Hilbert spaces. This is
provided by the famous GNS (Gelfand-Naimark-Segal) theorem:

Theorem 2.5. Let ω be a state on the involutive unital algebra A. Then there exists a
representation π of the algebra by linear operators on a dense subspace D of some Hilbert
space H and a unit vector Ω ∈ D, such that

ω(A) = (Ω, π(A)Ω) ,

and D = {π(A)Ω, A ∈ A}.
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Proof. The proof is quite simple. First let us introduce a scalar product on the algebra
in terms of the state ω by

〈A,B〉 .= ω(A∗B) .

Linearity for the right and antilinearity for the left factor are obvious, hermiticity 〈A,B〉 =
〈B,A〉 follows from the positivity of ω and the fact that we can write A∗B and B∗A as
linear combinations of positive elements:

2(A∗B +B∗A) = (A+B)∗(A+B)− (A−B)∗(A−B) ,

2(A∗B −B∗A) = −i(A+ iB)∗(A+ iB) + i(A− iB)∗(A− iB) .

Furthermore, positivity of ω immediately implies that the scalar product is positive
semidefinite, i.e. 〈A,A〉 ≥ 0 for all A ∈ A. We now study the set

N
.
= {A ∈ A|ω(A∗A) = 0} .

We show that N is a left ideal of A. Because of the Cauchy-Schwarz inequality N is
a subspace of A. Moreover, for A ∈ N and B ∈ A we have, again because of the
Cauchy-Schwarz inequality:

ω((BA)∗BA) = ω(A∗B∗BA) = 〈B∗BA,A〉 ≤
√
〈B∗BA,B∗BA〉

√
〈A,A〉 = 0 ,

hence BA ∈ N. Now we define D to be the quotient A/N. Per constructionem the scalar
product is positive definite on D, thus we can complete it to obtain a Hilbert space H.
The representation π is induced by left multiplication of the algebra,

π(A)(B + N)
.
= AB + N ,

and we set Ω = 1 + N. In case that A is a C*-algebra, one can show that the operators
π(A) are bounded, hence admitting unique continuous extensions to bounded operators
on H.

It is also straightforward to see that the construction is unique up to unitary equiva-
lence. Let (π′,D′,H′,Ω′) be another quadruple satisfying the conditions of the theorem.
Then we define an operator U : D→ D′ by

Uπ(A)Ω
.
= π′(A)Ω′.

U is well defined, since π(A)Ω = 0 if and only if ω(A∗A) = 0, but then we have also
π′(A)Ω′ = 0. Furthermore U preserves the scalar product and is invertible and has
therefore a unique extension to a unitary operator from H to H′. This shows that π and
π′ are unitarily equivalent.

The representation π will not be irreducible, in general, i.e. there may exist a non-
trivial closed invariant subspace. In this case, the state ω is not pure, which means that
it is a convex combination of other states,

ω = λω1 + (1− λ)ω2 , 0 < λ < 1 , ω1 6= ω2 . (5)
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To illustrate the concept of the GNS representation, let π1,2 be representations of A on
Hilbert spaces H1,2, respectively. Choose unit vectors Ψ1 ∈ H1, Ψ2 ∈ H2 and define the
states

ωi(A) = 〈Ψi, πi(A)Ψi〉 , i = 1, 2 . (6)

Let ω be the convex combination

ω(A) =
1

2
ω1(A) +

1

2
ω2(A) . (7)

ω is a linear functional satisfying the normalization and positivity conditions and there-
fore is again a state in the algebraic sense. Now let H = H1 ⊕H2 be the direct sum of
the two Hilbert spaces and let

π(A) =

(
π1(A) 0

0 π2(A)

)
(8)

Then the vector

Ψ =
1√
2

(
Ψ1

Ψ2

)
(9)

satisfies the required relation

ω(A) = 〈Ψ, π(A)Ψ〉 . (10)

For more information on operator algebras see [44, 5, 6].
In classical mechanics one has a similar structure. Here the algebra of observables

is commutative and can be identified with the algebra of continuous functions on phase
space. In addition, there is a second product, the Poisson bracket. This product is
only densely defined. States are probability measures, and pure states correspond to the
evaluation of functions at a given point of phase space.

3 Locally covariant field theory

Field theory involves infinitely many degrees of freedom, associated to the points of
spacetime. Crucial for the success of field theory is a principle which regulates the way
these degrees of freedom influence each other. This is the principle of locality, more
precisely expressed by the German word Nahwirkungsprinzip. It states that each degree
of freedom is influenced only by a relatively small number of other degrees of freedom.
This induces a concept of neighborhoods in the set of degrees of freedom.

The original motivation for developing QFT was to combine the QM with special
relativity. In this sense we expect to have in our theory some notion of causality. Let
us briefly describe what it means in mathematical terms. In special relativity space and
time are described together with one object, called Minkowski spacetime. Since it will be
useful later on, we define now a general notion of a spacetime in physics.
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Definition 3.1. A spacetime (M, g) is a smooth (4 dimensional) manifold (Hausdorff,
paracompact, connected) with a smooth pseudo-Riemannian metric 4 of Lorentz signature
(we choose the convention (+,−,−,−)).

A spacetime M is said to be orientable if there exists a differential form of maximal
degree (a volume form), which does not vanish anywhere. We say that M is time-
orientable if there exists a smooth vector field u on M such that for ever p ∈ M it
holds g(u, u) > 0. We will always assume that our spacetimes are orientable and time-
orientable. We fix the orientation and choose the time-orientation by selecting a specific
vector field u with the above property. Let γ : R ⊃ I →M be a smooth curve in M , for
I an interval in R. We say that γ is causal (timelike) if it holds g(γ̇, γ̇) ≥ 0 (> 0), where
γ̇ is the vector tangent to the curve.

Given the global timelike vectorfield u onM , one calls a causal curve γ future-directed
if g(u, γ̇) > 0 all along γ, and analogously one calls γ past-directed if g(u, γ̇) < 0. This
induces a notion of time-direction in the spacetime (M, g). For any point p ∈M , J±(p)
denotes the set of all points in M which can be connected to x by a future(+)/past(−)-
directed causal curve γ : I →M so that x = γ(inf I). The set J+(p) is called the causal
future and J−(p) the causal past of p. The boundaries ∂J±(p) of these regions are called
respectively: the future/past lightcone. Two subsets O1 and O2 in M are called causally
separated if they cannot be connected by a causal curve, i.e. if for all x ∈ O1, J±(x)
has empty intersection with O2. By O⊥ we denote the causal complement of O, i.e. the
largest open set in M which is causally separated from O.

Figure 1: A lightcone in Minkowski spacetime.

In the context of general relativity we will also make use of following definitions:
4a smooth tensor field g ∈ Γ(T ∗M ⊗ T ∗M), s.t. for every p ∈ M , gp is a symmetric non degenerate

bilinear form.
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Definition 3.2. A causal curve is future inextendible if there is no p ∈M such that:

∀U ⊂Mopen neighborhoods of p, ∃t′ s.t. γ(t) ∈ U∀t > t′ .

Definition 3.3. A Cauchy hypersurface in M is a smooth subspace of M such that
every inextendible causal curve intersects it exactly once.

Definition 3.4. An oriented and time-oriented spacetime M is called globally hyper-
bolic if there exists a smooth foliation of M by Cauchy hypersurfaces.

For now let us consider a simple case of the Minkowski spacetime M which is just R4

with the diagonal metric η = diag(1,−1,−1,−1). A lightcone with apex p is shown on
figure 1, together with the future and past of p.

One of the main principles of special relativity tells us that physical systems which are
located in causally disjoint regions should in some sense be independent. Here we come to
the important problem: How to implement this principle in quantum theory? A natural
answer to this question is provided by the Haag-Kastler framework [27, 26], which is based
on the principle of locality. In the previous section we argued that operator algebras are
a natural framework for quantum physics. Locality can be realized by identifying the
algebras of observables that can be measured in given bounded regions of spacetime. In
other words we associate to each bounded O ⊂ M a C∗-algebra A(O). This association
has to be compatible with a physical notion of subsystems. It means that if we have a
region O which lies inside O′ we want the corresponding algebra A(O) to be contained
inside A(O′), i.e. in a bigger region we have more observables. This property can be
formulated as the Isotony condition for the net {A(O)} of local algebras associated to
bounded regions of the spacetime. In the Haag-Kastler framework one specializes to
Minkowski space M and imposes some further, physically motivated, properties:

• Locality (Einstein causality). Algebras associated to spacelike separated re-
gions commute: O1 spacelike separated from O2, then [A,B] = 0, ∀A ∈ A(O1),
B ∈ A(O2). This expresses the “independence” of physical systems associated to
regions O1 and O2.

• Covariance. The Minkowski spacetime has a large group of isometrics, namely the
Poincaré group. We require that there exists a family of isomorphisms αO

L : A(O)→
A(LO) for Poincaré transformations L, such that for O1 ⊂ O2 the restriction of αO2

L

to A(O1) coincides with αO1
L and such that: αLOL′ ◦ αO

L = αO
L′L,

• Time slice axiom: the algebra of a neighborhood of a Cauchy surface of a given
region coincides with the algebra of the full region. Physically this correspond to a
well-posedness of an initial value problem. We need to determine our observables
in some small time interval (t0 − ε, t0 + ε) to reconstruct the full algebra.

• Spectrum condition. This condition corresponds physically to the positivity of
energy. One assumes that there exist a compatible family of faithful representations
πO of A(O) on a fixed Hilbert space (i.e. the restriction of πO2 to A(O1) coincides
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with πO1 for O1 ⊂ O2) such that translations are unitarily implemented, i.e. there
is a unitary representation U of the translation group satisfying

U(a)πO(A)U(a)−1 = πO+a(αa(A)) , A ∈ A(O),

and such that the joint spectrum of the generators Pµ of translations eiaP = U(a),
aP = aµPµ, is contained in the forward lightcone: σ(P ) ⊂ V +.

We now want to generalize this framework to theories on generic spacetimes. To
start with, we may think of a globally hyperbolic neighborhood U of a spacetime point
x in some spacetime M . Moreover, we assume that any causal curve in M with end
points in U lies entirely in U . Then we require that the structure of the algebra of
observables associated to U should be completely independent of the world outside. We
may formalize this idea by requiring that for any embedding χ : M → N of a globally
hyperbolic manifold M into another one N which preserves the metric, the orientations
and the causal structure5 (these embeddings will be called admissible), there exist an
injective homomorphism

αχ : A(M)→ A(N) (11)

of the corresponding algebras of observables, moreover if χ1 : M → N and χ2 : N → L
are embeddings as above then we require the covariance relation

αχ2◦χ1 = αχ2 ◦ αχ1 . (12)

In this way we described a functor A between two categories: the category Loc of globally
hyperbolic spacetimes with admissible embeddings as arrows and the category Obs of
algebras (Poisson algebras for classical physics and C*-algebras for quantum physics)
with homomorphisms as arrows.

We may restrict the category of spacetimes to subregions of a given spacetime and
the arrows to inclusions. In this way we obtain the Haag-Kastler net of local algebras
on a globally hyperbolic spacetime as introduced by Dimock. In case the spacetime
has nontrivial isometries, we obtain additional embeddings, and the covariance condition
above provides a representation of the group of isometries by automorphisms of the
Haag-Kastler net.

The causality requirements of the Haag-Kastler framework, i.e. the commutativity of
observables localized in spacelike separated regions, is encoded in the general case in the
tensor structure of the functor A. Namely, the category of globally hyperbolic manifolds
has the disjoint union as a tensor product, with the empty set as unit object and where
admissible embeddings χ : M1⊗M2 → N have the property that the images χ(M1) and
χ(M2) cannot be connected by a causal curve. On the level of C*-algebras we may use
the minimal tensor product as a tensor structure. See [9] for details.

The solvability of the initial value problem can be formulated as the requirement that
the algebra A(N) of any neighborhood N of some Cauchy surface Σ already coincides

5The property of causality preserving is defined as follows: let χ : M → N , for any causal curve
γ : [a, b]→ N , if γ(a), γ(b) ∈ χ(M) then for all t ∈]a, b[ we have: γ(t) ∈ χ(M) .
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with A(M). This is the time slice axiom of axiomatic quantum field theory. It can be
used to describe the evolution between different Cauchy surfaces. As a first step we
associate to each Cauchy surface Σ the inverse limit

A(Σ) =
←

lim
N⊃Σ

A(N) . (13)

Elements of the inverse limit consist of sequences A = (AN )LA⊃N⊃Σ with αN⊂K(AN ) =
AK , K ⊂ LA, with the equivalence relation

A ∼ B if AN = BN for all N ⊂ LA ∩ LB . (14)

The algebra A(Σ) can be embedded into A(M) by

αΣ⊂M (A) = αN⊂M (AN ) for some (and hence all) Σ ⊂ N ⊂ LA . (15)

If we now adopt the time slice axiom we find that each homomorphism αN⊂M is an
isomorphism. Hence αΣ⊂M is also an isomorphism and we obtain the propagator between
two Cauchy surfaces Σ1 and Σ2 by

αMΣ1Σ2
= α−1

Σ1⊂M ◦ αΣ2⊂M (16)

This construction resembles constructions in topological field theory for the description
of cobordisms. But there one associates Hilbert spaces to components of the bound-
ary and maps between these Hilbert spaces to the spacetime itself. This construction
relies on the fact that for these theories the corresponding Hilbert spaces are finite di-
mensional. It was shown [55] that a corresponding construction for the free field in 3
and more dimensions does not work, since the corresponding Boboliubov transforma-
tion is not unitarily implementable (Shale’s criterion [48] is violated). Instead one may
associate to the Cauchy surfaces the corresponding algebras of canonical commutation
relations and to the cobordism an isomorphism between these algebras. For the algebra
of canonical anticommutation relations for the free Dirac fields the above isomorphism
was explicitly constructed [56]. Our general argument shows that the association of a
cobordism between two Cauchy surfaces of globally hyperbolic spacetimes to an isomor-
phism of algebras always exists provided the time slice axiom is satisfied. As recently
shown, the latter axiom is actually generally valid in perturbative Algebraic Quantum
Field Theory [13].

In the Haag-Kastler framework on Minkowski space an essential ingredient was trans-
lation symmetry. This symmetry allowed the comparison of observables in different re-
gions of spacetime and was (besides locality) a crucial input for the analysis of scattering
states.

In the general covariant framework sketched above no comparable structure is avail-
able. Instead one may use fields which are subject to a suitable covariance condition,
termed locally covariant fields. A locally covariant field is a family ϕM of fields on
spacetimes M such that for every embedding χ : M → N as above

αχ(ϕM (x)) = ϕN (χ(x)) . (17)
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If we consider fields as distributions with values in the algebras of observables, a field ϕ
may be considered as a natural transformation between the functor D of test function
spaces to the functor A of field theory. The functor D associates to every spacetime M
its space of compactly supported C∞-functions,

D(M) = C∞c (M,R) , (18)

and to every embedding χ : M → N of spacetimes the pushforward of test functions
f ∈ D(M)

Dχ ≡ χ∗ , χ∗f(x) =

{
f(χ−1(x)) , x ∈ χ(M)

0 , else (19)

D is a covariant functor. Its target category is the category of locally convex vector
spaces Vec which contains also the category of topological algebras which is the target
category for A. A natural transformation ϕ : D → A between covariant functors with
the same source and target categories is a family of morphisms ϕM : D(M) → A(M),
M ∈ Obj(Loc) such that

Aχ ◦ ϕM = ϕN ◦Dχ (20)

with Aχ = αχ.

4 Classical field theory

Before we enter the arena of quantum field theory we show that the concept of local
covariance leads to a nice reformulation of classical field theory in which the relation to
QFT becomes clearly visible. Let us consider a scalar field theory. On a given spacetime
M the possible field configurations are the smooth functions on M . If we embed a
spacetimeM into another spacetime N , the field configurations on N can be pulled back
to M , and we obtain a functor E from Loc to the category Vec of locally convex vector
spaces

E(M) = C∞(M,R) , Eχ = χ∗ (21)

with the pullback χ∗ϕ = ϕ ◦ χ for ϕ ∈ C∞(M,R). Note that E is contravariant, whereas
the functor D of test function spaces with compact support is covariant.

The classical observables are real valued functions on E(M), i.e. (not necessarily
linear) functionals. An important property of a functional is its spacetime support. Is
is defined as a generalization of the distributional support, namely as the set of points
x ∈M such that F depends on the field configuration in any neighbourhood of x.

suppF
.
= {x ∈M |∀ neighbourhoods U of x ∃ϕ,ψ ∈ E(M), suppψ ⊂ U (22)

such that F (ϕ+ ψ) 6= F (ϕ)} .

Here we will discuss only compactly supported functionals. Next one has to select a class
of functionals which are sufficiently regular such that all mathematical operations one
wants to perform are meaningful and which on the other side is large enough to cover
the interesting cases.
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One class one may consider is the class Freg(M) of regular polynomials

F (ϕ) =
∑
finite

∫
dx1 . . . dxnfn(x1, . . . , xn)ϕ(x1) . . . ϕ(xn) (23)

with test functions fn ∈ D(Mn). Another class Floc(M) consists of the local functionals

F (ϕ) =

∫
dxL(x, ϕ(x), ∂ϕ(x), . . . ) (24)

where L depends smoothly on x and on finitely many derivatives of ϕ at x. The local
functionals arise as actions and induce the dynamics. The only regular polynomials in
this class are the linear functionals

F (ϕ) =

∫
dxf(x)ϕ(x) . (25)

It turns out to be convenient to characterize the admissible class of functionals in terms
of their functional derivatives.

Definition 4.1 (after [40]). Let X and Y be topological vector spaces, U ⊆ X an open
set and f : U → Y a map. The derivative of f at x in the direction of h is defined as

df(x)(h)
.
= lim

t→0

1

t
(f(x+ th)− f(x)) (26)

whenever the limit exists. The function f is called differentiable at x if df(x)(h) exists
for all h ∈ X. It is called continuously differentiable if it is differentiable at all points of
U and df : U ×X → Y, (x, h) 7→ df(x)(h) is a continuous map. It is called a C1-map if it
is continuous and continuously differentiable. Higher derivatives are defined for Cn-maps
by

dnf(x)(h1, . . . , hn)
.
= lim

t→0

1

t

(
dn−1f(x+ thn)(h1, . . . , hn−1)− dn−1f(x)(h1, . . . , hn−1)

)
(27)

In particular it means that if F is a smooth functional on E(M), then its n-th deriva-
tive at the point ϕ ∈ E(M) is a compactly supported distributional density F (n)(ϕ) ∈
E′(Mn). There is a distinguished volume form on M , namely the one provided by the
metric:

√
−det(g)d4x. We can use it to construct densities from functions and to provide

an embedding of D(Mn) into E′(Mn). For more details on distributions on manifolds,
see chapter 1 of [2]. Using the distinguished volume form we can identify derivatives
F (n)(ϕ) with distributions. We further need some conditions on their wave front sets.

Let us make a brief excursion to the concept of wave front sets and its use for the
treatment of distributions. Readers less familiar with these topics can find more details
in the appendix A or refer to [35] or chapter 4 of [1]. Let t ∈ D′(Rn) and f ∈ D(Rn).
The Fourier transform of the product ft is a smooth function. If this function vanishes
fast at infinity for all f ∈ D(Rn), t itself is a smooth function. Singularities of t show
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up in the absence of fast decay in some directions. A point (x, k) ∈ Rn × (Rn \ {0}) is
called a regular point of t if there exists a test function f with f(x) = 1 such that the
Fourier transform of ft decays strongly in an open cone around k. The wave front set of
t is now defined as the complement of the set of regular points of t in Rn × (Rn \ {0}).

On a manifold M the definition of the Fourier transform depends on the choice of a
chart. But the property of strong decay in some direction (characterized now by a point
(x, k), k 6= 0 of the cotangent bundle T ∗M) turns out to be independent of the chart.
Therefore the wave front set WF of a distribution on a manifold M is a well defined
closed conical subset of the cotangent bundle (with the zero section removed).

Let us illustrate the concept of the wave front set in two examples. The first one is
the δ-function. We find ∫

dxf(x)δ(x)eikx = f(0) , (28)

hence WF(δ) = {(0, k), k 6= 0}.
The other one is the function x 7→ (x+ iε)−1 in the limit ε ↓ 0. We have

lim
ε↓0

∫
dx

f(x)

x+ iε
eikx = −i

∫ ∞
k

dk′f̂(k′) . (29)

Since the Fourier transform f̂ of a test function f ∈ D(R) is strongly decaying for k →∞,∫∞
k dk′f̂(k′) is strongly decaying for k →∞, but for k → −∞ we obtain

lim
k→−∞

∫ ∞
k

dk′f̂(k′) = 2πf(0) , (30)

hence
WF(lim

ε↓0
(x+ iε)−1) = {(0, k), k < 0} . (31)

The wave front sets provide a simple criterion for the pointwise multiplicability of
distributions. Namely, let t, s be distributions on an n dimensional manifold M such
that the pointwise sum (Whitney sum) of their wave front sets

WF(t) + WF(s) = {(x, k + k′)|(x, k) ∈WF(t), (x, k′) ∈WF(s)} (32)

does not intersect the zero section of T ∗M . Then the pointwise product ts can be defined
by

〈ts, fg〉 =
1

(2π)n

∫
dk t̂f(k)ŝg(−k) (33)

for test functions f and g with sufficiently small support and where the Fourier transform
refers to an arbitrary chart covering the supports of f and g. The convergence of the
integral on the right hand side follows from the fact, that for every k 6= 0 either t̂f decays
fast in a conical neighborhood around k or ŝg decays fast in a conical neighborhood
around −k whereas the other factor is polynomially bounded.

The other crucial property is the characterization of the propagation of singularities.
To understand it in more physical terms it is useful to use an analogy with Hamiltonian
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mechanics. Note that the cotangent bundle T ∗M has a natural symplectic structure.
The symplectic 2-form is defined as an exterior derivative of the canonical one-form,
given in local coordinates as θ(x,k) =

∑n
i=1 kidx

i (ki are coordinates in the fibre). Let
P be a partial differential operator with real principal symbol σP . Note that σP is
a function on T ∗M and its differential dσP is a 1-form. On a symplectic manifold 1-
forms can be canonically identified with vector fields by means of the symplectic form.
Therefore every differentiable function H determines a unique vector field XH , called the
Hamiltonian vector field with the Hamiltonian H. Let XP be the Hamiltonian vector
field corresponding to σP . Explicitly it can be written as:

XP =
n∑
i=1

∂σP
∂kj

∂

∂xj
− ∂σP
∂xj

∂

∂kj

Let us now consider the integral curves (Hamiltonian flow) of this vector field. A curve
(xj(t), kj(t)) is an integral curve of XP if it fulfills the system of equations (Hamilton’s
equations):

dxj
dt

=
∂σP
∂kj

,

dkj
dt

= −∂σP
∂xj

.

The set of all such solution curves is called the bicharacteristic flow. Along the Hamil-
tonian flow it holds dσP

dt = XP (σP ) = 0 (this is the law of conservation of energy for
autonomous systems in classical mechanics), so σP is constant under the bicharacteristic
flow. If σP ((xj(t), kj(t))) = 0 we call the corresponding flow null. The set of all such
integral curves is called the null bicharacteristics.

Let us now define the characteristics of P as charP = {(x, k) ∈ T ∗M |σ(P )(x, k) = 0}
of P . Then the theorem on the propagation of singularities states that the wave front
set of a solution u of the equation Pu = f with f smooth is a union of orbits of the
Hamiltonian flow XP on the characteristics charP .

In field theory on Lorentzian spacetime we are mainly interested in hyperbolic differ-
ential operators. Their characteristics is the light cone, and the principal symbol is the
metric on the cotangent bundle. The wave front set of solutions therefore is a union of
null geodesics together with their cotangent vectors k = g(γ̇, ·).

We already have all the kinematical structures we need. Now in order to specify a
concrete physical model we need to introduce the dynamics. This can be done by means
of a generalized Lagrangian. As the name suggests the idea is motivated by Lagrangian
mechanics. Indeed, we can think of this formalism as a way to make precise the variational
calculus in field theory. Note that since our spacetimes are globally hyperbolic, they
are never compact. Moreover we cannot restrict ourselves to compactly supported field
configurations, since the nontrivial solutions of globally hyperbolic equations don’t belong
to this class. Therefore we cannot identify the action with a functional on E(M) obtained
by integrating the Lagrangian density over the whole manifold. Instead we follow [12] and
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define a Lagrangian L as a natural transformation between the functor of test function
spaces D and the functor Floc such that it satisfies supp(LM (f)) ⊆ supp(f) and the
additivity rule 6

LM (f + g + h) = LM (f + g)− LM (g) + LM (g + h) ,

for f, g, h ∈ D(M) and supp f ∩ supph = ∅. The action S(L) is now defined as an
equivalence class of Lagrangians [12], where two Lagrangians L1, L2 are called equivalent
L1 ∼ L2 if

supp(L1,M − L2,M )(f) ⊂ supp df , (34)

for all spacetimes M and all f ∈ D(M). This equivalence relation allows us to identify
Lagrangians differing by a total divergence. For the free minimally coupled (i.e. ξ = 0)
scalar field the generalized Lagrangian is given by:

LM (f)(ϕ) =
1

2

∫
M

(∇µϕ∇µϕ−m2ϕ2)f dvolM . (35)

The equations of motion are to be understood in the sense of [12]. Concretely, the
Euler-Lagrange derivative of S is a natural transformation S′ : E→ D′ defined as〈

S′M (ϕ), h
〉

=
〈
LM (f)(1)(ϕ), h

〉
, (36)

with f ≡ 1 on supph. The field equation is now a condition on ϕ:

S′M (ϕ) = 0 . (37)

Note that the way we obtained the field equation is analogous to variational calculus on
finite dimensional spaces. We can push this analogy even further and think of variation
of a functional in a direction in configuration space given by an infinite dimensional
vector field. This concept is well understood in mathematics and for details one can refer
for example to [40, 39]. Here we consider only variations in the directions of compactly
supported configurations, so the space of vector fields we are interested in can be identified
with V(M) = {X : E(M)→ D(M)|X smooth}. In more precise terms this is the space
of vector fields on E(M), considered as a manifold7 modeled over D(M). The set of
functionals

ϕ 7→ 〈S′M (ϕ), X(ϕ)〉 , X ∈ V(M) (38)

is an ideal IS(M) of F(M) with respect to pointwise multiplication,

(F ·G)(ϕ) = F (ϕ)G(ϕ) . (39)
6We do not require linearity since in quantum field theory the renormalization flow does not preserve

the linear structure; it respects, however, the additivity rule (see [12]).
7An infinite dimensional manifold is modeled on a locally convex vector space just as a finite dimen-

sional one is modeled on Rn. For more details see [40, 39].
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The quotient
FS(M) = F(M)/IS(M) (40)

can be interpreted as the space of solutions of the field equation. The latter can be
identified with the phase space of the classical field theory.

We now want to equip FS(M) with a Poisson bracket. Here we rely on a method
originally introduced by Peierls. Peierls considers the influence of an additional term in
the action. Let F ∈ Floc(M) be a local functional. We are interested in the flow (Φλ)
on E(M) which deforms solutions of the original field equation S′M (ϕ) = ω with a given
source term ω to those of the perturbed equation S′M (ϕ)+λF (1)(ϕ) = ω. Let Φ0(ϕ) = ϕ
and

d

dλ

(
S′M (Φλ(ϕ)) + F (1)(Φλ(ϕ))

)∣∣∣
λ=0

= 0 . (41)

Note that the second variational derivative of the unperturbed action induces an operator
S′′M (ϕ) : E(M)→ D′(M). We define it in the following way:〈

S′′M (ϕ), h1 ⊗ h2

〉 .
=
〈
L

(2)
M (f)(ϕ), h1 ⊗ h2

〉
,

where f ≡ 1 on the supports of h1 and h2. This defines S′′M (ϕ) as an element of D′(M2)
and by Schwartz’s kernel theorem we can associate to it an operator from D(M) to
D′(M). Actually, since LM (f) is local, the second derivative has support on the diagonal,
so S′′M (ϕ) can be evaluated on smooth functions h1, h2, where only one of them is required
to be compactly supported, and it induces an operator (the so called linearized Euler-
Lagrange operator) E′[SM ](ϕ) : E(M)→ D′(M).

From (41) it follows that the vector field ϕ 7→ X(ϕ) = d
dλΦλ(ϕ)|λ=0 satisfies the

equation 〈
S′′M (ϕ), X(ϕ)⊗ ·

〉
+
〈
F (1)(ϕ), ·

〉
= 0 , (42)

which in a different notation can be written as〈
E′[SM ](ϕ), X(ϕ)

〉
+ F (1)(ϕ) = 0 .

We now assume that E′[SM ](ϕ) is, for all ϕ, a normal hyperbolic differential operator
E(M) → E(M), and let ∆R

S ,∆
A
S be the retarded and advanced Green’s operators, i.e.

linear operators D(M)→ E(M) satisfying:

E′[SM ] ◦∆
R/A
S = idD(M) ,

∆
R/A
S ◦ (E′[SM ]

∣∣
D(M)

) = idD(M) .

Moreover, with the use of Schwartz’s kernel theorem one can identify ∆
R/A
S : D(M) →

E(M) with elements of D′(M2). As such, they are required to satisfy the following
support properties:

supp(∆R) ⊂ {(x, y) ∈M2|y ∈ J−(x)} , (43)

supp(∆A) ⊂ {(x, y) ∈M2|y ∈ J+(x)} . (44)
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Their difference ∆S = ∆A
S − ∆R

S is called the causal propagator of the Klein-Gordon
equation. Coming back to equation (42) we have now two distinguished solutions for X,

XR,A(ϕ) = ∆R,A
S F (1)(ϕ) . (45)

The difference of the associated derivations on F(M) defines a product

{F,G}S(ϕ) = 〈∆S(ϕ)F (1)(ϕ), G(1)(ϕ)〉 (46)

on Floc(M), the so-called Peierls bracket.
The Peierls bracket satisfies the conditions of a Poisson bracket, in particular the

Jacobi identity (for a simple proof see [36]). Moreover, if one of the entries is in the
ideal IS(M), also the bracket is in the ideal, hence the Peierls bracket induces a Poisson
bracket on the quotient algebra.

In standard cases, the Peierls bracket coincides with the canonical Poisson bracket.
Namely let

L(ϕ) =
1

2
∂µϕ∂µϕ−

m2

2
ϕ2 − λ

4!
ϕ4 . (47)

Then S′M (ϕ) = −
(
(� +m2)ϕ+ λ

3!ϕ
3
)
and S′′M (ϕ) is the linear operator

−
(
� +m2 +

λ

2
ϕ2

)
(48)

(the last term acts as a multiplication operator).
The Peierls bracket is

{ϕ(x), ϕ(y)}S = ∆S(ϕ)(x, y) (49)

where x 7→ ∆S(ϕ)(x, y) is a solution of the (at ϕ) linearized equation of motion with the
initial conditions

∆S(ϕ)(y0,x; y) = 0 ,
∂

∂x0
∆S(ϕ)(y0,x; y) = δ(x,y) . (50)

This coincides with the Poisson bracket in the canonical formalism. Namely, let ϕ be a
solution of the field equation. Then

0 = {(� +m2)ϕ(x) +
λ

3!
ϕ3(x), ϕ(y)} = (� +m2 +

λ

2
ϕ(x)2)){ϕ(x), ϕ(y)} (51)

hence the Poisson bracket satisfies the linearized field equation with the same initial
conditions as the Peierls bracket.

Let us now discuss the domain of definition of the Peierls bracket. It turns out that
it is a larger class of functionals than just Floc(M). To identify this class we use the fact
that the WF set of ∆S is given by

WF(∆S) = {(x, k;x′,−k′) ∈ Ṫ ∗M2|(x, k) ∼ (x′, k′)} ,
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where the equivalence relation ∼ means that there exists a null geodesic strip such that
both (x, k) and (x′, k′) belong to it. A null geodesic strip is a curve in T ∗M of the form
(γ(λ), k(λ)), λ ∈ I ⊂ R, where γ(λ) is a null geodesic parametrized by λ and k(λ) is given
by k(λ) = g(γ̇(λ), ·). This follows from the theorem on the propagation of singularities
together with the initial conditions and the antisymmetry of ∆S . (See [43] for a detailed
argument.)

It is now easy to check, using Hörmander’s criterion on the multiplicability of distri-
butions [35] that the Peierls bracket (46) is well defined if F and G are such that the sum
of the WF sets of the functional derivatives F (1)(ϕ), G(1)(ϕ) ∈ E′(M) and ∆ ∈ D′(M2)
don’t intersect the 0-section of the cotangent bundle T ∗M2. This is the case if the
functionals fulfill the following criterion:

WF(F (n)(ϕ)) ⊂ Ξn, ∀n ∈ N, ∀ϕ ∈ E(M) , (52)

where Ξn is an open cone defined as

Ξn
.
= T ∗Mn \ {(x1, . . . , xn; k1, . . . , kn)|(k1, . . . , kn) ∈ (V

n
+ ∪ V

n
−)(x1,...,xn)} , (53)

where (V ±)x is the closed future/past lightcone understood as a conic subset of T ∗xM . We
denote the space of smooth compactly supported functionals, satisfying (52) by Fµc(M)
and call them microcausal functionals. This includes in particular local functionals. For
them the support of the functional derivatives is on the thin diagonal, and the wave front
sets satisfy

∑
ki = 0.

To see that {., .}S is indeed well defined on Fµc(M), note that WF(∆) consists of
elements (x, x′, k, k′), where k, k′ are dual to lightlike vectors in TxM , Tx′M accordingly.
On the other hand, if (x, k1) ∈ WF(F (1)(ϕ)), then k1 is necessarily dual to a vector
which is spacelike, so k1 + k cannot be 0. The same argument is valid for G(1)(ϕ).
Moreover it can be shown that {F,G}S ∈ Fµc(M). The classical field theory is defined
as A(M) = (Fµc(M), {., .}S). One can check that A is indeed a covariant functor from
Loc to Obs, the category of Poisson algebras.

5 Deformation quantization of free field theories

Starting from the Poisson algebra (Fµc(M), {., .}S) one may try to construct an associa-
tive algebra (Fµc(M)[[~]], ?) such that for ~→ 0

F ? G→ F ·G (54)

and
[F,G]?/i~→ {F,G}S . (55)

For the Poisson algebra of functions on a finite dimensional Poisson manifold the de-
formation quantization exists in the sense of formal power series due to a theorem of
Kontsevich [38]. In field theory the formulas of Kontsevich lead to ill defined terms, and
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a general solution of the problem is not known. But in case the action is quadratic in
the fields, the ?-product can be explicitly defined by

(F ? G)(ϕ)
.
=
∞∑
n=0

~n

n!

〈
F (n)(ϕ),

(
i
2∆S

)⊗n
G(n)(ϕ)

〉
, (56)

which can be formally written as e
i~
2

〈
∆S ,

δ2

δϕδϕ′

〉
F (ϕ)G(ϕ′)|ϕ′=ϕ. This product is well

defined (in the sense of formal power series in ~) for regular functionals F,G ∈ Freg(M)
and satisfies the conditions above. Let for instance

F (ϕ) = e
∫
dxϕ(x)f(x) , G(ϕ) = e

∫
dxϕ(x)g(x) , (57)

with test functions f, g ∈ D(M). We have

δn

ϕ(x1) . . . ϕ(xn)
F (ϕ) = f(x1) . . . f(xn)F (ϕ) (58)

and hence

(F ? G)(ϕ) (59)

=
∞∑
n=0

1

n!

(∫
dxdy

i~
2

∆S(x, y)f(x)g(y)

)n
F (ϕ)G(ϕ) (60)

For later purposes we want to extend the product to more singular functionals which
includes in particular the local functionals. We split

i
2∆S = ∆+

S −∆−S (61)

in such a way that the wavefront set of ∆S is decomposed into two disjoint parts. The
wave front set of ∆S consists of pairs of points x, x′ which can be connected by a null
geodesic, and of covectors (k, k′) where k is the cotangent vector of the null geodesic
at x and −k′ is the cotangent vector of the same null geodesic at x′. The lightcone
with the origin removed consists of two disjoint components, the first one containing
the positive frequencies and the other one the negative frequencies. The WF set of the
positive frequency part of ∆S is therefore:

WF(∆+
S ) = {(x, k;x,−k′) ∈ ṪM2|(x, k) ∼ (x′, k′), k ∈ (V +)x} . (62)

On Minkowski space one could choose ∆+
S as the Wightman 2-point-function, i.e. the

vacuum expectation value of the product of two fields. This, however, becomes meaning-
less in a more general context, since a generally covariant concept of a vacuum state does
not exist. Nevertheless, such a decomposition always exist, but is not unique and the
difference between two different choices of ∆+

S is always a smooth symmetric function.
Let us write ∆+

S = i
2∆S +H We then consider the linear functional derivative operator

ΓH = 〈H, δ
2

δϕ2
〉 (63)
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and define a new ?-product by

F ?H G = αH
(
(α−1

H F ) ? (α−1
H G)

)
, (64)

where αH
.
= e

~
2

ΓH . This product differs from the original one in the replacement of i
2∆S

by ∆+
S . This star product can now be defined on a much larger space of functionals,

namely the microcausal ones Fµc(M). The transition between these two star products
correspond to normal ordering, and the ?H -product is just an algebraic version of Wick’s
theorem. The map αH provides the equivalence between ? and ?H on the space of regular
functionals Freg(M). Its image can be then completed to a larger space Fµc(M). We
can also build a corresponding (sequential) completion α−1

H (Fµc(M)) of the source space.
This amounts to extending Freg(M) with all elements of the form limn→∞ α

−1
H (Fn), where

(Fn) is a convergent sequence in Fµc(M) with respect to the Hörmander topology [12, 35].
We recall now the definition of this topology.

Definition 5.1. Let us denote the space of compactly supported distributions with WF
sets contained in a conical set C ⊂ T ∗Mn by E′C(Mn). Now let Cn ⊂ Ξn be a closed cone
contained in Ξn defined by (53). We introduce (after [35, 1, 12]) the following family of
seminorms on E′Cn(Mn):

pn,ϕ,C̃,k(u) = sup
k∈C̃
{(1 + |k|)k|ϕ̂u(k)|} ,

where the index set consists of (n, ϕ, C̃, k) such that k ∈ N0, ϕ ∈ D(M) and C̃ is a closed
cone in Rn with (supp(ϕ)×C̃)∩Cn = ∅. These seminorms, together with the seminorms
of the weak topology provide a defining system for a locally convex topology denoted by
τCn. To control the wave front set properties inside open cones, we take an inductive
limit. The resulting topology is denoted by τΞn. One can show that D(M) is sequentially
dense in E′Ξn(M) in this topology.

For microcausal functionals it holds that F (n)(ϕ) ∈ E′Ξn(M), so we can equip Fµc(M)
with the initial topology with respect to mappings:

C∞(E(M),R) 3 F 7→ F (n)(ϕ) ∈ (EΞn(M), τΞn) n ≥ 0 , (65)

and denote this topology by τΞ.

The locally convex vector space of local functionals Floc(M) is dense in Fµc(M) with
respect to τΞ. To see these abstract concepts at work let us consider the example of the
Wick square:

Example 5.2. Consider a sequence Fn(ϕ) =
∫
ϕ(x)ϕ(y)gn(y − x)f(x) with a smooth

function f and a sequence of smooth functions gn which converges to the δ distribution

in the Hörmander topology. By applying α−1
H = e−

~
2 ΓH , we obtain a sequence

α−1
H Fn =

∫
(ϕ(x)ϕ(y)gn(y − x)f(x)−H(x, y)gn(y − x)f(x)) ,
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The limit of this sequence can be identified with
∫

: ϕ(x)2 : f(x), i.e.:∫
: ϕ(x)2 : f(x) = lim

n→∞

∫
(ϕ(x)ϕ(y)−H(x, y))gn(y − x)f(x)

We can write it in a short-hand notation as a coinciding point limit:

: ϕ(x)2 : = lim
y→x

(ϕ(x)ϕ(y)−H(x, y)) .

We can see that transforming with α−1
H corresponds formally to a subtraction of H(x, y).

Now, to recognize the Wick’s theorem let us consider a product of two Wick squares
: ϕ(x)2 :: ϕ(y)2 :. With the use of the isomorphism α−1

H this can be written as:∫
ϕ(x)2f1(x) ?H

∫
ϕ(y)2f2(y) =∫

ϕ(x)2ϕ(y)2f1(x)f2(y)+2i~
∫
ϕ(x)ϕ(y)∆+

S (x, y)f1(x)f2(y)−~2

∫
(∆+

S (x, y))2f1(x)f2(y) .

Omitting the test functions and using α−1
H we obtain

: ϕ(x)2 :: ϕ(y)2 :=: ϕ(x)2ϕ(y)2 : +4 : ϕ(x)ϕ(y) :
i~
2

∆+
S (x, y) + 2

( i~
2

∆+
S (x, y)

)2
,

which is a familiar form of the Wick’s theorem applied to : ϕ(x)2 :: ϕ(y)2 :.

Different choices of H differ only by a smooth function, hence all the algebras
(α−1

H (Fµc(M)[[~]]), ?) are isomorphic and define an abstract algebra A(M). Since for
F ∈ A(M) it holds αHF ∈ AH(M) = (Fµc(M)[[~]], ?H), we can realize A(M) more
concretely as the space of families {αHF}H , numbered by possible choices of H, where
F ∈ A(M), fulfilling the relation

FH′ = exp(~ΓH′−H)FH ,

equipped with the product
(F ? G)H = FH ?H GH .

The support of F ∈ A(M) is defined as supp(F ) = supp(αHF ). Again, this is indepedent
of H. Functional derivatives are defined by〈

δF

δϕ
, ψ

〉
= α−1

H

〈
δαHF

δϕ
, ψ

〉
,

which is well defined as ΓH′−H commutes with functional derivatives. In the next step
we want to define the involution on our algebra. Note that the complex conjugation
satisfies the relation:

F ? G = G ? F . (66)

Therefore we can use it to define an involution F ∗(ϕ)
.
= F (ϕ). The resulting struc-

ture is an involutive noncommutative algebra A(M), which provides a quantization of
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(Fµc(M), {., .}S). To see that this is equivalent to canonical quantization, let us look at
the commutator of two smeared fields Φ(f), Φ(g), where Φ(f)(ϕ)

.
=
∫
fϕ dvolM . The

commutator reads

[Φ(f),Φ(g)]?H = i~〈f,∆Sg〉 , f, g ∈ D(M) ,

This indeed reproduces the canonical commutation relations. Here we used the fact that
the choice of ∆+

S is unique up to a symmetric function, which doesn’t contribute to the
commutator (which is antisymmetric). In case ∆+

S is a distribution of positive type (as
in the case of the Wightman 2-point-function) the linear functional on F(M)

ω(F ) = F (0) (67)

is a state (the vacuum state in the special case above), and the associated GNS represen-
tation is the Fock representation. The kernel of the representation is the ideal generated
by the field equation.

Let us now discuss the covariance properties of Wick products. As seen in example
5.2, polynomial functionals in AH(M) can be interpreted as Wick polynomials. Corre-
sponding elements of A(M) can be obtained by applying α−1

H . The resulting object will
be denoted by∫

: Φx1 . . .Φxn :H f(x1, . . . , xn)
.
= α−1

H

(∫
Φx1 . . .Φxnf(x1, . . . , xn)

)
. (68)

where Φxi are evaluation functionals, f ∈ E′Ξn(Mn, V ).
The assignment of A(M) to a spacetime M can be made into a functor A from

the category Loc of spacetimes to the category of topological *-algebras Obs and by
composing with a forgetful functor to the category Vec of topological vector spaces.
Admissible embeddings are mapped to pullbacks, i.e. for χ : M →M ′ we set AχF (ϕ)

.
=

F (χ∗ϕ). Locally covariant quantum fields are natural transformations between D and
A. Let us denote the extended space of locally covariant quantum fields by Fq. We shall
require Wick powers to be elements of Fq in the above sense. On each object M we have
to construct the map T1M from the classical algebra Floc(M) to the quantum algebra
A(M) in such a way that

T1M (ΦM (f))(χ∗ϕ) = T1M ′(ΦM ′(χ∗f))(ϕ) . (69)

As we noted above, classical functionals can be mapped to AH(M) by identification (68).
This however doesn’t have right covariance properties. A detailed discussion is presented
in section 5 of [11]. Here we only give a a sketch of the argument for the Wick square. For
each objectM ∈ Loc we choose HM (so T1M = α−1

HM
) and going through the definitions

it is easy to see that, for an admissible embedding χ : M →M ′

Aχ
(

: Φ2 :HM (x)
)

=: Φ2 :HM′ (χ(x)) +HM ′(χ(x), (x))−HM (x, x)

holds. It was shown in [11] that redefining Wick powers to become covariant amounts
to solving certain cohomological problem. The result reproduces the solution, proposed
earlier in [31], to define T1 as α−1

H+w, where w is the smooth part of the Hadamard 2-point
function ω = u

σ +v lnσ+w with σ(x, y) denoting the square of the length of the geodesic
connecting x and y and with geometrical determined smooth functions u and v.
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6 Interacting theories and the time ordered product

If we have an action for which S′′M still depends on ϕ, we choose a particular ϕ0 and split

SM (ϕ0 + ψ) =
1

2
〈S′′M (ϕ0), ψ ⊗ ψ〉+ SI(ϕ0, ψ) . (70)

From now on we drop the subscript M of SI , since it’s clear that we work on a fixed
manifold. We now introduce the linear operator

T = e
i~〈∆D

S ,
δ2

δψ2 〉 (71)

which acts on Freg(M) as

(TF )(ϕ)
.
=
∞∑
n=0

~n

n!

〈
(i∆D

S )⊗n, F (2n)(ϕ)
〉
, ,

with the Dirac propagator ∆D
S = 1

2(∆R
S + ∆A

S ) at ϕ0. Formally, T may be understood as
the operator of convolution with the oscillating Gaussian measure with covariance i~∆D

S .
By

F ·T G = T
(
T−1F · T−1G

)
(72)

we define a new product on F(M) which is the time ordered product with respect to ?
and which is equivalent to the pointwise product of classical field theory. We then define
a linear map

RSIF =
(
eSIT

)?−1
?
(
eSIT ·T F

)
(73)

where eT is the exponential function with respect to the time ordered product,

eFT = T
(
eT
−1F
)
. (74)

RSI is invertible with the inverse

R−1
SI
F = e−SIT ·T

(
eSIT ? F

)
(75)

We now define the ? product for the full action by

F ?S G = R−1
SI

(RSIF ? RSIG) (76)

7 Renormalization

Unfortunately, the algebraic structures discussed so far are well defined only if SI is a
regular functional. An easy extension is provided by the operation of normal ordering
as described in the section of deformation quantization. This operation transforms the
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time ordering operator T into another one T′, such that the new time ordered product
is now defined with respect to the Feynman propagator ∆F

S = i∆D
S + H, no longer the

Dirac propagator ∆D
S . Note that the Feynman propagator does depend on the choice of

∆+
S . Contrary to the ?H product which is everywhere defined due to the wave front set

properties of the positive frequency part of ∆S the time ordered product is in general
undefined since the wave front set of the Feynman propagator contains the wave front
set of the δ-function. We want, however, to extend to a larger class which contains in
particular all local functionals. As already proposed by Stückelberg [52] and Bogoliubov
[3, 4] and carefully worked out by Epstein and Glaser [22], the crucial problem is the
definition of time ordered products of local functionals. Let us first consider a special
case.

Let F = 1
2

∫
dxϕ(x)2f(x), G = 1

2

∫
dxϕ(x)2g(x). Then the time ordered product ·T′

is formally given by

(F ·T′G)(ϕ) = F (ϕ)G(ϕ)+i~
∫
dxdyϕ(x)ϕ(y)f(x)g(y)∆F

S (x, y)−~2

2

∫
dxdy∆F

S (x, y)2f(x)g(y) .

(77)
But the last term contains the pointwise product of a distribution with itself. For x 6=
y the covectors (k, k′) in the wave front set satisfy the condition that k and −k′ are
cotangent to an (affinely parametrized) null geodesics connecting x and y. k is future
directed if x is in the future of y and past directed otherwise. Hence the sum of two such
covectors cannot vanish. Therefore the theorem on the multiplicability of distributions
applies and yields a distribution on the complement of the diagonal {(x, x)|x ∈M}. On
the diagonal, however, the only restriction is k = −k′, hence the sum of the wave front
set of ∆F

S with itself meets the zero section of the cotangent bundle at the diagonal.
In general the time-ordered product Tn(F1, . . . , Fn)

.
= F1 ·T . . .·TFn of n local function-

als is well defined for local entries as long as supports of F1, . . . , Fn are pairwise disjoint.
The technical problem one now has to solve is the extension of a distribution which is
defined outside of a submanifold to an everywhere defined distribution. In the case of
QFT on Minkowski space one can exploit translation invariance and reduce the problem
in the relative coordinates to the extension problem of a distribution defined outside of
the origin in Rn. The crucial concept for this extension problem is Steinmann’s scaling
degree [53].

Definition 7.1. Let U ⊂ Rn be a scale invariant open subset (i.e. λU = U for λ > 0),
and let t ∈ D′(U) be a distribution on U . Let tλ(x) = t(λx) be the scaled distribution.
The scaling degree sd of t is

sd t = inf{δ ∈ R| lim
λ→0

λδtλ = 0} . (78)

There is one more important concept related to the scaling degree, namely the degree
of divergence. It is defined as:

div(t)
.
= sd(t)− n .
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Theorem 7.2. Let t ∈ D(Rn \ {0}) with scaling degree sd t < ∞. Then there exists an
extension of t to an everywhere defined distribution with the same scaling degree. The
extension is unique up to the addition of a derivative P (∂)δ of the delta function, where
P is a polynomial with degree bounded by div(t) (hence vanishes for sd t < n).

A proof may be found in [19]. In the example above the scaling degree of ∆F
S (x)2

is 4 (in 4 dimensions). Hence the extension exists and is unique up to the addition of a
multiple of the delta function.

The theorem above replaces the cumbersome estimates on conditional convergence of
Feynman integrals on Minkowski momentum space. Often this convergence is not proven
at all, instead the convergence of the corresponding integrals on momentum space with
euclidean signature is shown. The transition to Minkowski signature is then made after
the integration. This amounts not to a computation but merely to a definition of the
originally undefined Minkowski space integral.

The generalization of the theorem on the extension of distributions to the situation
met on curved spacetimes is due to Brunetti and one of us (K.F.) [7]. It uses techniques
of microlocal analysis to reduce the general situation to the case covered by the theorem
above.

The construction of time ordered products is then performed in the following way
(causal perturbation theory). One searches for a family (Tn)n∈N0 of n-linear symmetric
maps from local functionals to microcausal functionals subject to the following conditions:

T 1. T0 = 1,

T 2. T1 = id (for curved spacetime one should rather choose T1 = eΓw , see the discussion
at the end of the section 5),

T 3. Tn(F1, . . . , Fn) = Tk(F1, . . . , Fk) ? Tn−k(Fk+1, . . . , Fn) if the supports suppFi, i =
1, . . . , k of the first k entries do not intersect the past of the supports suppFj ,
j = k + 1, . . . , n of the last n− k entries (causal factorisation property).

The construction proceeds by induction: when the first n maps Tk, k = 0, . . . , n have
been determined, the map Tn+1 is determined up to an (n + 1)-linear map Zn+1 from
local functionals to local functionals. This ambiguity corresponds directly to the freedom
of adding finite counterterms in every order in perturbation theory.

The general result can be conveniently formulated in terms of the formal S-matrix,
defined as the generating function of time ordered products,

S(V ) =
∞∑
n=0

1

n!
Tn(V, . . . , V ) . (79)

Then the S-matrix Ŝ with respect to an other sequence of time ordered products is related
to S by

Ŝ = S ◦ Z (80)
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where Z maps local functionals to local functionals, is analytic with vanishing zero order
term and with the first order term being the identity. The maps Z form the renormaliza-
tion group in the sense of Petermann and Stückelberg. They are formal diffeomorphisms
on the space of local functionals and describe the allowed finite renormalization.

In order to illustrate the methods described above we work out the combinatorics in
terms of Feynman diagrams (graphs). Let D be the second order functional differential
operator D = i~

2 〈∆
F
S ,

δ2

δϕ2 〉. The time ordered product of n factors is formally given by

F1 ·T . . . Fn ≡ Tn(F1, . . . Fn) = e
1
2
D(e−

1
2
DF1 · . . . e−

1
2
DFn)

Using Leibniz’ rule and the fact that D is of second order we find

(F1 ·T . . . Fn)(ϕ) = e
∑
i<j DijF1(ϕ1) · · ·Fn(ϕn)|ϕ1=...ϕn=ϕ (81)

with Dij = i~〈∆F
S ,

δ2

δϕiδϕj
〉. The expansion of the exponential function of the differential

operator yields

e
∑
i<j Dij =

∏
i<j

∞∑
lij=0

D
lij
ij

lij !
(82)

The right hand side may now be written as a sum over all graphs Γ with vertices V (Γ) =
{1, . . . , n} and lij lines e ∈ E(Γ) connecting the vertices i and j. We set lij = lji for
i > j and lii = 0 (no tadpoles). If e connects i and j we set ∂e := {i, j}. Then we obtain

Tn =
∑

Γ∈Gn

TΓ (83)

with Gn the set of all graphs with vertices {1, . . . n} and TΓ = 1
Sym(Γ)〈S̃Γ, δΓ〉 where

S̃Γ =
∏

e∈E(Γ)

∆F
S (xe,i, i ∈ ∂e)

δΓ =
δ|E(Γ)|∏

i∈V (Γ)

∏
e:i∈∂e δϕi(xe,i)

|ϕ1=···=ϕn

and the symmetry factor is Sym(Γ) =
∏
i<j lij !. Note that S̃Γ is a well-defined distri-

bution in D′((M2\Diag)|E(Γ)|) (Diag denotes the thin diagonal) that can be uniquely
extended to D′(M2|E(Γ)|), since the Feynman fundamental solution has a unique exten-
sion with the same scaling degree. More explicitly we can write (83) as:

Tn(F1, . . . , Fn) =
∑

Γ∈Gn

1

Sym(Γ)
〈S̃Γ, δΓ(F1, . . . , Fn)〉 (84)

Graphically we represent F with a vertex � and Dij with a dumbbell i� j , so

each empty circle corresponds to a functional derivative. Applying the derivative on a
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functional can be pictorially represented as filling the circle with the vertex. Note that
the expansion in graphs is possible due to the fact that the action used as a starting
point is quadratic, so D is a second order differential operator. If it were of order k > 2,
instead of lines we would have had to use k−1 simplices to represent it. Let us illustrate
the concepts which we introduced here on a simple example.

Example 7.3 (removing tadpoles). Let us look at the definition of the time ordered
product of F and G in low orders in ~. We can write D(F ·G) diagramatically as:

1

i~
D (F ·G) =

〈
∆F
S , F

(2)
〉
G+ F

〈
∆F
S , G

(2)
〉

+ 2
〈

∆F
S , F

(1) ⊗G(1)
〉

(85)

= � + � + 2 �

Here we see that the tadpoles are present. The lowest order contributions to e−
1
2
DF can

be written as:

e−
1
2
DF = F − 1

2DF + O(~2) = � − ~ � + O(~2) .

Now we write the expression for F ·T G up to the first order in ~:

(
1 + 1

2D
) [(

1− 1
2D
)
F ·
(
1− 1

2D
)
G
]

= � + ~ 	 + O(~2).

All the loop terms cancel out. We can see that applying e−
1
2
D on G and F reflects what

is called in physics “removing the tadpoles”. In formula (82) it is reflected by the fact that
we set lii = 0.

As long as the formula (81) is applied to regular functionals there is no problem, since
their functional derivatives are by definition test functions. But the relevant functionals
are the interaction Lagrangians which are local functionals and therefore have derivatives
with support on the thin diagonal, hence all but the first derivative are singular. As a
typical example consider

F (ϕ) =

∫
dzf(z)

ϕ(z)k

k!
.

Its derivatives are

F (l)[ϕ](x1, . . . , xl) =

∫
dzf(z)

ϕ(z)k−l

(k − l)!
∏
i

δ(z − xi) . (86)

In general, the functional derivatives of a local functional have the form

F (l)[ϕ](x1, . . . , xl) =

∫
dz
∑
j

fj [ϕ](z)pj(∂x1 , . . . , ∂xl)

l∏
i=1

δ(z − xi)
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with polynomials pj and ϕ-dependent test functions fj [ϕ]. The integral representation
above is not unique since one can add total derivatives. This amounts to the relation∫

dzq(∂z)f(z)p(∂x1 , . . . , ∂xl)
∏
i

δ(z−xi) =

∫
dzf(z)q(∂x1+. . . ∂xl)p(∂x1 , . . . , ∂xl)

∏
i

δ(z−xi) .

(87)
We insert the integral representation (86) into the formula (84) for the time ordered

product and in each term we obtain:

〈S̃Γ, δΓ(F1, . . . , Fn)〉 =

∫
d~xd~z

∏
v∈V (Γ)

(∑
jv

fvjv [ϕ](zv)pjv(∂xe,v |v ∈ ∂e)
αv∏

e:v∈∂e
δ4(zv − xe,v)

)
S̃Γ ,

where αv is the number of lines adjacent at vertex v and we use the notation ~x =
(xe,v|e ∈ E(Γ), v ∈ ∂e), ~z = (zv|v ∈ V (Γ)). We can move the partial derivatives ∂xe,v
by formal partial integration to the distribution S̃Γ. Next we integrate over the delta
distributions, which amounts to the pullback of a derivative of S̃Γ with respect to the
map ρΓ : M|V (Γ)| →M2|E(Γ)| given by the prescription

(ρΓ(z))e,v = zv if v ∈ ∂e .

Let p be a polynomial in the derivatives with respect to the partial derivatives ∂xe,v , v ∈
∂e. The pullback ρ∗Γ of pS̃Γ is well defined on M|V (Γ)|\DIAG, where DIAG is the large
diagonal:

DIAG =
{
z ∈M|V (Γ)|| ∃v, w ∈ V (Γ), v 6= w : zv = zw

}
.

The problem of renormalization now amounts to finding the extensions of ρ∗ΓpS̃Γ to
everywhere defined distributions SΓ,p ∈ D′(M|V (Γ)|) which depend linearly on p. These
extensions must satisfy the relation

∂zvSΓ,p = SΓ,(
∑
e ∂xe,v )p (88)

We present now the inductive procedure of Epstein and Glaser that allows to define the
desired extension of ρ∗ΓpS̃Γ. For the simplicity of notation we first consider the case where
no derivative couplings are present.

Let us define an Epstein-Glaser subgraph (EG subgraph) γ ⊆ Γ to be a subset of the
set of vertices V (γ) ⊆ V (Γ) together with all lines in Γ connecting them,

E(γ) = {e ∈ E(Γ) : ∂e ⊂ V (γ)} .

The first step of the Epstein-Glaser induction is to choose extensions for all EG subgraphs
with two vertices, |V (γ)| = 2. In this case we have translation invariant distributions
in D′(M2\Diag), which correspond in relative coordinates to generic distributions t̃γ in
D′(M\ {0}). The scaling degree of these distributions is given by |E(γ)| (d− 2), and
we can choose a (possibly unique) extension according to Theorem 7.2. By translation
invariance this gives extensions tγ ∈ D′(M2).
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Now we come to the induction step. For a generic EG subgraph γ ⊆ Γ with n vertices
we assume that the extensions of distributions corresponding to all EG subgraphs of γ
with less than n vertices have already been chosen. The causality condition 3 then
gives a translation invariant distribution in D′(M|V (γ)|\Diag) which corresponds to a
generic distribution t̃γ ∈ D′(M|V (γ)|−1\ {0}). The scaling degree and hence the degree of
divergence of this distribution is completely fixed by the structure of the graph:

div(γ) = |E(γ)| (d− 2)− (|V (γ)| − 1) d , d = dim(M) . (89)

We call γ superficially convergent if div(γ) < 0, logarithmically divergent if div(γ) = 0
and divergent of degree div(γ) otherwise. Again by Theorem 7.2 there is a choice to be
made in the extension of t̃γ in the case div(γ) ≥ 0.

Let us now come back to the case where derivative couplings are present. The scaling
degree of pS̃Γ fulfills:

sd(pS̃Γ) ≤ sd(S̃Γ) + |p| ,

where |p| is the degree of the polynomial p. We can see that p encodes the derivative
couplings appearing in the graph γ. In the framework of Connes-Kreimer Hopf algebras
it is called the external structure of the graph. The presence of derivative couplings
introduces an additional freedom in the choice of the extension in each step of the Epstein-
Glaser induction and one has to use it to fulfill (88). This relation follows basically from
the Action Ward Identity, as discussed in [21, 20]. It can be also seen as a consistency
condition implementing the Leibniz rule, see [34].

Let us now remark on the relation of the Epstein-Glaser induction to a more conven-
tional approach to renormalization. Firstly we show, how the EG renormalization relates
to the regularization procedure. We are given an EG subgraph γ with n vertices and we
assume that all the subgraphs with n− 1 vertices are already renormalized. Let

Dλ(Mn−1) := {f ∈ D(Mn−1) | (∂αf)(0) = 0 ∀|α| ≤ λ} (90)

be the space of functions with derivatives vanishing up to order λ and let D′λ(Mn−1)
be the corresponding space of distributions. Theorem 7.2 tells us that the distribution
t̃γ ∈ D′(Mn−1) associated with the EG subgraph γ has a unique extension to an element
of D′div(γ)(M

n−1). An extension to a distribution on the full space D(Mn−1) can be
therefore defined by a choice of the projection:

W : D(Mn−1)→ Ddiv(γ)(Mn−1) .

There is a result proven in [19], which characterizes all such projections:

Proposition 7.4. There is a one-to-one correspondence between families of functions{
wα ∈ D | ∀ |β| ≤ λ : ∂βwα(0) = δβα, |α| ≤ λ

}
(91)

and projections W : D→ Dλ. The set (91) defines a projection W by

Wf := f −
∑
|α|≤λ

f (α)(0)wα . (92)
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Conversely a set of functions of the form (91) is given by any basis of ran(1 −W ) dual
to the basis

{
δ(α) : |α| ≤ λ

}
of D⊥λ ⊂ D′.

Let us now define, following [37], what we mean by a regularization of a distribution.

Definition 7.5 (Regularization). Let t̃ ∈ D′(Rn \ {0}) be a distribution with degree of
divergence λ, and let t̄ ∈ D′λ(Rn) be the unique extension of t̃ with the same degree of di-
vergence. A family of distributions {tζ}ζ∈Ω\{0}, tζ ∈ D′(Rn), with Ω ⊂ C a neighborhood
of the origin, is called a regularization of t̃, if

∀g ∈ Dλ(Rn) : lim
ζ→0
〈tζ , g〉 = 〈t̄, g〉 . (93)

The regularization {tζ} is called analytic, if for all functions f ∈ D(Rn) the map

Ω \ {0} 3 ζ 7→ 〈tζ , f〉 (94)

is analytic with a pole of finite order at the origin. The regularization {tζ} is called finite,
if the limit limζ→0〈tζ , f〉 ∈ C exists ∀f ∈ D(Rn); in this case limζ→0 t

ζ ∈ D′(Rn) is called
an extension or renormalization of t̃.

For a finite regularization the limit limζ→0 t
ζ is indeed a solution t of the extension

problem. Given a regularization {tζ} of t, it follows from (93) that for any projection
W : D→ Dλ

〈t̄,Wf〉 = lim
ζ→0
〈tζ ,Wf〉 ∀f ∈ D(Rn) . (95)

Any extension t ∈ D′(Rn) of t̃ with the same scaling degree is of the form 〈t, f〉 = 〈t̄,Wf〉
with some W -projection of the form (92). Since tζ ∈ D′(Rn) we can write (95) in the
form

〈t̄,Wf〉 = lim
ζ→0

〈tζ , f〉 − ∑
|α|≤sd(t)−n

〈tζ , wα〉 f (α)(0)

 . (96)

In general the limit on the right hand side cannot be split, since the limits of the individual
terms might not exist. However, if the regularization {tζ , ζ ∈ Ω \ {0}} is analytic, each
term can be expanded in a Laurent series around ζ = 0, and since the overall limit is
finite, the principal parts (pp) of these Laurent series must coincide. It follows that the
principal part of any analytic regularization {tζ} of a distribution t ∈ D′(Rn \ {0}) is
a local distribution of order sd(t) − n. We can now give a definition of the minimal
subtraction in the EG framework.

Corollary 7.6 (Minimal Subtraction). The regular part (rp = 1 − pp) of any analytic
regularization {tζ} of a distribution t̃ ∈ D′(Rn \ {0}) defines by

〈tMS, f〉 := lim
ζ→0

rp(〈tζ , f〉) (97)

an extension of t̃ with the same scaling degree, sd(tMS) = sd(t̃). The extension tMS

defined by (97) is called “minimal subtraction”.
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To finish this discussion we want to remark on the difference between the Epstein-
Glaser procedure and the BPHZ scheme. It is best seen on the example of the rising sun
diagram of the ϕ4 theory. In the framework of BPHZ, it contains three logarithmically
divergent subdiagrams, which have to be renormalized first. In the perspective of EG,
however, it is a diagram with two vertices and, hence, contains no divergent subdiagram
at all. This way one saves some work computing contributions, which, as shown by
Zimmermann [59] cancel out in the end.

We have just seen how to define the n-fold time-ordered products (i.e. multilinear
maps Tn) by the procedure of Epstein and Glaser. An interesting question is whether
the renormalized time ordered product defined by such a sequence of multilinear maps
can be understood as an iterated binary product on a suitable domain. Recently we
proved in [25] that this is indeed the case. The crucial observation is that multiplication
of local functionals is injective. More precisely, let F0(M) be the set of local functionals
vanishing at some distinguished field configuration (say ϕ = 0). Iterated multiplication
m is then a linear map from the symmetric Fock space over F0(M) onto the algebra of
functionals which is generated by F0(M). Then there holds the following assertion:

Proposition 7.7. The multiplication m : S•F0(M) → F(M) is bijective (where Sk

denotes the symmetrised tensor product of vector spaces).

Let β = m−1. We now define the renormalized time ordering operator on the space
of multilocal functionals F(M) by

Tr := (
⊕
n

Tn) ◦ β (98)

This operator is a formal power series in ~ starting with the identity, hence it is injective.
The renormalized time ordered product is now defined on the image of Tr by

A ·Tr B
.
= Tr(T

−1
r A · T−1

r B) , (99)

This product is equivalent to the pointwise product and is in particular associative and
commutative. Moreover, the n-fold time ordered product of local functionals coincides
with the n-linear map Tn of causal perturbation theory.
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A Distributions and wavefront sets

We recall same basic notions from the theory of distributions on Rn. Let Ω ⊂ Rn be an
open subset and E(Ω)

.
= C∞(Ω,R) the space of smooth functions on it. We equip this

space with a Fréchet topology generated by the family of seminorms:

pK,m(ϕ) = sup
x∈K
|α|≤m

|∂αϕ(x)| , (100)

where α ∈ NN is a multiindex and K ⊂ Ω is a compact set. This is just the topology of
uniform convergence on compact sets, of all the derivatives.

The space of smooth compactly supported functionsD(Ω)
.
= C∞c (Ω,R) can be equipped

with a locally convex topology in a similar way. The fundamental system of seminorms
is given by [49]:

p{m},{ε},a(ϕ) = sup
ν

(
sup
|x|≥ν,
|p|≤mν

∣∣Dpϕa(x)
∣∣/εν) , (101)

where {m} is an increasing sequence of positive numbers going to +∞ and {ε} is a
decreasing one tending to 0.

The space of distributions is defined to be the dual D′(Ω) of D(Ω) with respect to
the topology given by (101). Equivalently, given a linear map L on D(Ω) we can decide
if it is a distribution by checking one of the equivalent conditions given in the theorem
below [57, 46, 35].

Theorem A.1. A linear map u on E(Ω) is a distribution if it satisfies the following
equivalent conditions:

1. To every compact subset K of Ω there exists an integer m and a constant C > 0
such that for all ϕ ∈ D with support contained in K it holds:

|u(ϕ)| ≤ C max
p≤k

sup
x∈Ω
|∂pϕ(x)| .

We call ||u||Ck(Ω)
.
= maxp≤k supx∈Ω |∂pϕ(x)| the Ck-norm and if the same integer k

can be used in all K for a given distribution u, then we say that u is of order k.

2. If a sequence of test functions {ϕk}, as well as all their derivatives converge uni-
formly to 0 and if all the test functions ϕk have their supports contained in a
compact subset K ⊂ Ω independent of the index k, then u(ϕk)→ 0.

An important property of a distribution is its support. If U ′ ⊂ U is an open subset
then D(U ′) is a closed subspace of D(U) and there is a natural restriction map D′(U)→
D′(U ′). We denote the restriction of a distribution u to an open subset U ′ by u|U ′ .

Definition A.2. The support suppu of a distribution u ∈ D′(Ω) is the smallest closed
set O such that u|Ω\O = 0. In other words:

suppu
.
= {x ∈ Ω| ∀U open neigh. of x, U ⊂ Ω ∃ϕ ∈ D(Ω), suppϕ ⊂ U, s.t. <u, ϕ>6= 0} .
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Distributions with compact support can be characterized by means of a following
theorem:

Theorem A.3. The set of distributions in Ω with compact support is identical with the
dual E′(Ω) of E(Ω) with respect to the topology given by (100).

Now we discuss the singularity structure of distributions. This is mainly based on
[35] and chapter 4 of [1].

Definition A.4. The singular support sing suppu of u ∈ D′(Ω) is the smallest closed
subset O such that u|Ω\O ∈ E(Ω \ O).

We recall an important theorem giving the criterium for a compactly distribution to
have an empty singular support:

Theorem A.5. A distribution u ∈ E′(Ω) is smooth if and only if for every N there is a
constant CN such that:

|û(k)| ≤ CN (1 + |k|)−N ,

where û denotes the Fourier transform of u.

We can see that a distribution is smooth if its Fourier transform decays fast at infinity.
If a distribution has a nonempty singular support we can give a further characterization
of its singularity structure by specifying the direction in which it is singular. This is
exactly the purpose of the definition of a wave front set.

Definition A.6. For a distribution u ∈ D′(Ω) the wavefront set WF(u) is the comple-
ment in Ω× Rn \ {0} of the set of points (x, k) ∈ Ω× Rn \ {0} such that there exist

• a function f ∈ D(Ω) with f(x) = 1,

• an open conic neighborhood C of k, with

sup
k∈C

(1 + |k|)N |f̂ · u(k)| <∞ ∀N ∈ N0 .

On a manifold M the definition of the Fourier transform depends on the choice of a
chart, but the property of strong decay in some direction (characterized now by a point
(x, k), k 6= 0 of the cotangent bundle T ∗M) turns out to be independent of this choice.
Therefore the wave front set WF of a distribution on a manifold M is a well defined
closed conical subset of the cotangent bundle (with the zero section removed).

The wavefront sets provide a simple criterion for the existence of point-wise products
of distributions. Before we give it, we prove a more general result concerning the pullback.
Here we follow closely [1, 35]. Let F : X → Y be a smooth map between X ⊂ Rm and
Y ⊂ Rn. We define the normal set NF of the map F as:

NF
.
= {(F (x), η) ∈ Y × Rn|((dFx)T (η) = 0} ,

where (dFx)T is the transposition of the differential of F at x.
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Theorem A.7. Let Γ be a closed cone in Y × (Rn{0}) and F : X → Y as above, such
that NF ∩ Γ = ∅. Then the pullback of functions F ∗ : E(X) → E(Y ) has a unique,
sequentially continuous extension to a sequentially continuous map D′Γ(Y ) → D′(X),
where D′Γ(Y ) denotes the space of distributions with WF sets contained in Γ.

Proof. Here we give only an idea of the proof. Details can be found in [1, 35]. Firstly,
one has to show that the problem can be reduced to a local construction. Let x ∈ X. We
assumed that NF ∩Γ = ∅, so we can choose a compact neighborhood K of F (x) and an
open neighborhood O of x such that F (O) ⊂ int(K) and the following condition holds:

∃ε > 0 s.t. V .
=
⋃
x∈O
{k|(dFx)Tk} satisfies (K × V ) ∩ Γ = ∅ .

Such neighborhoods define an cover of X and we choose its locally finite refinement
which we denote by {Oα}α∈A, where A is some index set. To this cover we have the
associated family of compact sets Kλ ⊂ Y and we choose a partition of unity

∑
α∈A

gα = 1,

suppgα ⊂ Oα and a family {fα}α∈A of functions on Y with suppfα = Kα and fα ≡ 1 on
F (suppgα). Then:

F ∗(ϕ) =
∑
α∈A

gαF
∗(fαϕ) .

This way the problem reduces to finding an extension of F ∗α
.
= (F

∣∣
Oα

)∗ : C∞c (Kα,R) →
C∞(Oα,R) to a map on D′Γ(Kα). Note that for ϕ ∈ Cc∞(Kα), suppχ ⊂ Oα, we can
write the pullback as:

〈F ∗α(ϕ), χ〉 =

∫
ϕ(Fα(x))χ(x)dx =

∫
ϕ̂(η)ei〈Fα(x),η〉χ(x)dxdη =

∫
ϕ̂(η)Tχ(η)dη ,

where we denoted Tχ(η)
.
=
∫
ei〈Fα(x),η〉χ(x)dx. We can use this expression to define the

pullback for u ∈ D′Γ(Kα), by setting:

〈F ∗α(u), χ〉 .=
∫
û(η)Tχ(η)dη .

To show that this integral converges, we can divide it into two parts: integration over Vα
and over Rn \ Vα, i.e.:

〈F ∗α(u), χ〉 =

∫
Vα

û(η)Tχ(η)dη +

∫
Rn\Vα

û(η)Tχ(η)dη, .

The first integral converges since Kα × Vα ∩ Γ = ∅ and therefore û(η) decays rapidly
on Vα, whereas |Tχ(η)| ≤

∫
|χ(x)|dx. The second integral also converges. To prove it,

first we note that û(η) is polynomially bounded i.e. ϕ̂(η) ≤ C(1 + |η|)N for some N and
appropriately chosen constant C. Secondly, we have a following estimate on Tχ(η): for
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ever k ∈ N and a closed conic subset V ⊂ Rn such that (dFx)T η 6= 0 for η ∈ V , there
exists a constant Ck,V for which it holds8

|Tχ(η)| ≤ Ck,V (1 + |η|)−k ,

Since for η ∈ Vα it holds (dFx)T η > ε > 0, we can use this estimate to prove the
convergence of the second integral.

We already proved that F ∗ : D′Γ(Y ) → D′(X) exists. Now it remains to show its
sequential continuity. This can be easily done, with the use of estimates provided above
and the uniform boundedness principle.

Using this theorem we can define the pointwise product of two distributions t, s on
an n-dimensional manifold M as a pullback by the diagonal map D : M → M ×M if
the pointwise sum of their wave front sets

WF(t) + WF(s) = {(x, k + k′)|(x, k) ∈WF(t), (x, k′) ∈WF(s)} ,

does not intersect the zero section of Ṫ ∗M . This is the theorem 8.2.10 of [35]. To
see that this is the right criterium, note that the set of normals of the diagonal map
D : x 7→ (x, x) is given by ND = {(x, x, k,−k)|x ∈ M,k ∈ T ∗M}. The product ts is be
defined by: ts = D∗(t⊗ s) and if one of t, s is compactly supported, then so is ts and we
define the contraction by 〈t, s〉 .= t̂s(0).
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